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1 Motivation 

Single-switch users tend to have severe mobility impairments such as quadriparesis, 
and often suffers from motor-speech disorders such as dysarthria as well [1-2]. Such 
users can have difficulty answering phone calls or operating phone menu systems, 
because these are time-sensitive operations and single-switch scanning remains a slow 
process– due to its iterative or grid-based selection mechanism [3-4].  
Operations such as answering a call must be done within a number of rings, and because 
elements are scanned orderly, the allotted time lapses [3]. The problems of frequent 
missed calls and menu loops are caused by a mismatch between the number of options 
available and the speed at which single-switch users can access them. Todman [5] 
reported that predictive single-switch text entry does not exceed five words per minute, 
so reducing keystrokes in time-sensitive operations is imperative. Swiffen et al., [6] and 
Matiasek et al., [7] suggest that using speech recognition and word prediction can speed 
up text entry by 69% for these users. Automatic Speech Recognition (ASR) can thus 
replace scanning technology, and Wake Word Detection (WWD), a subset of Keyword 
Spotting (a subset of ASR), can improve accuracy by limiting the speech vocabulary to 
specific telephony voice commands only [3, 8]. However, because speech production 
is inconsistent in dysarthric speakers, standard ASR/WWD approaches may not be 
usable [9]. As a result, researchers propose the use of hybrid encoder-decoder Deep 
Neural Network (DNN) architectures, in which two techniques, Connectionist 
Temporal Classification (CTC) and Attention, are combined to recognize speech [10].  
 
1.1 Research Questions 

1. What are the factors influencing recognition of dysarthric speech and limited-
vocabulary language models in offline recognizers? 

2. How can ASR and DNNs specific to dysarthric speech be combined to increase the 
selection efficiency and user satisfaction for access to smartphone telephony 
functions for single switch users? 

2 Methodology 

To accomplish this task, I have (according to my knowledge) acquired the largest 
collection of research-based dysarthric speech data to date (five datasets) and am 
leveraging the PyTorch-based toolkit SpeechBrain, a community and corporation 
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sponsored open-source tool which makes the entire ASR pipeline accessible and 
configurable for developers [11]. After training the amassed data (including new data 
requested by my team), I will conduct experiments on variations of Convolutional, 
Long Short Term Memory, Gated Recurrent Unit (GRU) and Light GRU architectures 
to see which combination is most accurate at recognizing telephony speech [12-15]. To 
my knowledge, there have not been any attempts to use a modern, hybrid encoder-
decoder DNN or attention-based transformer on the volume of dysarthric speech data I 
have collected, regardless of its applicability to the problems of missed calls and menu 
loops described earlier. Although robust ASR systems are plentiful, such as Google’s 
Project Relate, such systems are not dedicated to recognizing telephony dysarthric 
speech and are not optimized for the time-sensitive operation required [16]. Further, 
such systems do not make use of two-stage WWD, a technique I propose, which should 
prevent false activations, which are likely to occur due to the diffuse nature of dysarthric 
speech [17-18]. Once this system is complete and functional, I intend to carry out user 
studies with five single-switch users. 
 
To ensure the needs of the study participants are met and that relevant factors are 
included in the system design, a participant researcher who is familiar with single 
switch interfaces and issues with dysarthric speech will advise this research (they have 
already approved the methodology). A user study will be carried out to evaluate the 
usability using the System Usability Scale [19] and post-study interview questions 
designed to collect satisfaction and opinions; usefulness; and efficiency, measured 
using time to complete each task and error; of the system.  Participants will be recorded 
as they carry out typical telephone tasks with a smartphone.  
 
The main outcome of my research will be one possible and novel solution to circumvent 
the challenges of speed and complexity found when using single-switch interfaces for 
telephony functions. The hybrid DNN model will be integrated into an iOS application, 
developed using Inclusive Design, thereby increasing equitable access to telephony 
functions for single-switch users. A second contribution will be the refinement and 
addition of new dysarthric speech data and a portable algorithm.  
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