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Abstract— The Time-Sensitive Telephony Problem affects smartphone users with dysarthric speech and 
requires a solution using Automatic Speech Recognition (ASR). ASR refers to the process by which a computer 
detects and transcribes speech [9, 81]. To the author’s knowledge, no literature review of ASR has been conducted in 
the context of the Time-Sensitive Telephony Problem affecting smartphone users with dysarthric speech. A review 
of the literature on the impact of Deep Neural Networks (DNNs) on the ASR pipeline, notable DNN variants, End to 
End speech recognition, characteristics of dysarthric speech, the current state of ASR systems developed for 
dysarthria, and ASR variants effective for dysarthric speech are presented. A lack of research expertise and study 
participants limits the volume of audio data which has been collected for dysarthric speech, and consequently 
prevents the establishment of a large training vocabulary and makes most ASR systems, including those designed 
for dysarthric speech, ineffective. Further, the research suggests that the inherent variability of dysarthric speech 
makes employing continuous speech recognition infeasible, even with recent advances in pretrained, hybrid End to 
End ASR transformers. The paper concludes with the recommendation of using a hybrid Attention-CTC transformer 
on a limited vocabulary, two-stage Wake-Word-Detection (WWD) model using Voice-Activity-Detection (VAD) 
optimized for smartphones. 
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I. Introduction 

automatically detecting speech voiced from a human speaker and producing textual transcriptions of the continuous 
utterances [9]. Reference [81] defines ASR as “process of converting a speech signal to a sequence of words, by 
means of an algorithm implemented as a computer program.”  

Like any sequence-to-sequence modelling problem, ASR requires that features be extracted from sequences of input 
vectors (audio data) from which sequences of output vectors (transcriptions of the spoken audio data) can be 
produced [25, 28]. The ASR pipeline, however, adds a few layers of complexity, as the encoding and decoding of 
the sequence-to-sequence architecture must recognize and account for errors in speech, since ASR systems usually 
are developed for Speech-to-Text (STT) or Text-to-Speech (TTS) applications. Speech, like other Natural Language 
Processing (NLP) tasks, requires a deep understanding of context [48]. By understanding context, predictions can be 
made in the absence of noiseless, uncorrupted audio streams that differ in pronunciation, accentuation and a plethora 
of other variables which have been modeled through decades of research. 



As shown in Fig. 1, before DNNs were applied to speech, the ASR pipeline began with a language model, which 
was used to construct a pronunciation model, which in-turn created a Gaussian Mixture Model (GMM) based 
acoustic model, and finally produced output (denoted as “Y” using features extracted from frames of audio data 
[13]. However, due to recent improvements in computing technology, and the result of improvements in the 
backpropagation algorithm, each of the above noted components has been replaced with neural-network-based 
counterparts, which has resulted in a complete DNN-based pipeline called “End-to-End Speech Recognition” [13]. 

 

 

  

Fig 1. Evolution of Speech Recognition Process. Source: From Reference [13] 

 

A. Feature Extraction 

Before speech recognition can take place, speech data (usually presented as speech signals) must be preprocessed 
such that it is discretized in segments which are ready for training or classification. The most common approach is 
using MFCCs, and requires five or six steps [90, 103]. To convert raw audio data (e.g. a wave file) into trainable 
features, first and foremost, the audio data is segmented into frames based on time, usually ranging from 20-30ms, 
which can be done using Short Time Fourier Transform [89, 103]. Next, a Hamming function is applied to create 
overlapping sliding windows (similar to the convolution operator in Convolutional Neural Networks (CNNs)) on the 
frames of data so that resultant segments are continuous and free of distortion [103].  Third, Fast Fourier 
Transformations are applied to the time-based sliding windows, thereby producing an audio spectrum of frequencies 
[90, 103]. The Mel scale is a useful conversion as it “is a nonlinear scale in all frequency bands following the 
sensitivities of human ear when hearing sounds.” [90, p.4] 

Applying a linear space operation produces triangular filters (Mel Filters), from which the energy per frame per 
window can be calculated to filter frequency bands using the triangular filters produced, creating a Mel Spectrogram 
[90]. Then a logarithmic scale can be applied to create a Log Mel Spectrogram [90, 103].  Finally, taking the discrete 
cosine transformation of the Mel Spectrogram or Log Mel Spectrogram results in the MFCCs, which can be inputted 



into an appropriate speech recognition algorithm [90, 103]. The steps are illustrated in Fig. 2. Although plentiful, 
applications of MFCC in other fields of speech recognition (e.g., speaker identification) are out of the scope of this 
paper. 

 
Fig. 2. Feature Extraction Using MFCC. Source: From Reference [90] 

 

B. Performance 
 

Throughout this paper, several DNN architectures and advances in speech recognition are explored. One recurring 
theme which provides evidence for a technique or algorithm providing advancement to the field is the measurement 
of performance. In the field of ASR, performance can be measured in a number of methods, but one such technique 
is both universal and can be considered mandatory: Word-Error-Rate (WER). In addition to WER, performance can 
also be measured through improvements in access time (for interface-based advances), better detection of segments 
or features of processed speech, reduction of training time, Character-Error-Rate (CER) and Label-Error-Rate (LER) 
[25-26]. 

 
 

C. Omissions  
 

Since 2006, deep learning algorithms have overtaken classical, Hidden-Markov-Model (HMM) based speech 
recognition systems [72]. Although HMMs are still used to complement DNNs, namely as DNN-HMM systems, 
recent advances in End-to-End speech recognition techniques have made purely classical ASR systems obsolete. 
However, HMMs do form the basis of many popular DNN-HMM systems, as well as providing the foundation for 
the theoretical underpinnings of End-to-End speech recognition systems, as the modern objective functions are 
based on the HMM forward-backward algorithm, and the Viberti algorithm remains in use [25, 104]. Finally, 
because [33] established that phonemes are less relevant to ASR for dysarthric (see Section IV), linguistic features 
of ASR are not discussed. 

 
II. Deep Neural Networks (DNN) & The ASR Pipeline 
 



A neural network is a probabilistic network of neurons (a combination of weights and biases) which can classify 
patterns through function approximation of input data. A neural network is considered to be deep if it is composed 
of several hidden layers [14]. 

Although neural networks have been used with HMMs since the 1990s, it was in 2006 when each component of the 
ASR pipeline was outperformed using DNNs (in most cases, DNN-HMM models) [98]. In today’s time, DNNs have 
replaced classical ASR completely. While End-to-End Speech Recognition is now the norm, DNNs began 
outperforming HMM-GMM based speech recognition models a decade prior. As alluded to earlier, this 
transformation from classical speech recognition systems to End-to-End speech recognition systems occurred 
through the replacement of each of the four steps of the ASR pipeline, namely: speech preprocessing, acoustic 
modelling, pronunciation modelling and language modelling [12].  

 

A. Restricted Boltzmann Machines & Speech Preprocessing 
 

The first major breakthrough in DNN-based speech recognition for speech preprocessing took place in 2011, when 
Jaitley and Hinton presented evidence that Restricted Boltzmann Machines (RBMs), what many considered to be the 
one of the first modern implementations of DNNs, when trained on “statistics of raw [audio] signals”, regularly 
outperformed classical techniques [15, p. 5884]. Specifically, the paper showed that RBMs better learned the 
features which are relevant to speech recognition “than the traditional features such as mel filter banks” [15, p. 
5884]. Further, their experiments found that the “detected features can be used to achieve better performance in 
phoneme recognition on the TIMIT corpus than most of the state-of-the-art speaker-independent systems built on 
Mel filter banks and MFCCs” [15, p. 5884]. This breakthrough indicates to researchers that DNNs (or RBMs at the 
time) are capable of analyzing patterns in speech which decades of statistical analysis theory cannot.  

B. Deep Neural Networks & Acoustic Modelling 
 

The second breakthrough in DNN-based speech recognition was not a single experiment, but the insight on a 
compilation of experiments which found that DNNs did indeed outperform GMMS in speech modelling by a 
significantly large margin [16]. The research groups (led by Hinton) attempted to feed “several frames of 
coefficients as input and produced posterior probabilities over HMM states as output” using feed-forward neural 
networks [16, p. 82]. Note that these promising results were found using only feed-forward neural networks, and not 
Recurrent Neural Networks (RNNs) and it's more advanced varieties which are much more suitable for speech 
recognition. Reference [55], a research group supervised by Hinton, again saw deep belief networks (equivalent to 
DNNs) used to replace classical acoustic models.  

In the classical approach, researchers use the “temporal variability of speech and Gaussian mixture models (GMMs) 
to determine how well each state of each HMM fits a frame or a short window of frames of coefficients that 
represents the acoustic input.” [16, p. 5884] A feed-forward neural network however, “takes several frames of 
coefficients as input and produces posterior probabilities over HMM states as output.” [16, p. 5884] 

Hinton’s seminal paper did more than illustrate years of DNN’s improvements over GMM acoustic modelling, it 
also served as a signal to researchers that DNNs were capable of changing what was possible with computer 
science-- opening a gateway for a wide range of applications. However, Hinton made one important clarification, 
this plethora of possibilities was possible not because of advances in algorithmic research (although Hinton did 



advance DNN research significantly through his backpropagation algorithm), but because advances in hardware 
technology made it possible for GPUs to train copious amounts of data [16]. As a result, the popularization of 
DNNs, and the resultant gains found in the numerous studies establishing strong empirical gains observed in 
replacing GMMs with DNNs can be attributed to both advances in highly specialized algorithms (backpropagation), 
as well as the accessibility of powerful GPUs which can train large amounts of data in mere seconds [16]. 

C. Long Short Term Memory & Language Modelling 
 

The third breakthrough took place in 2015, when RNNs, specifically Long Short Term Memory (LSTM) networks, 
were used to create pronunciation tables which could successfully replace classical pronunciation modelling [17]. 
Although RNNs expanded the functionality of feed-forward neural networks by allowing neural networks to store 
information, a task necessary for speech recognition due to the nature of language’s interdependencies (since 
language cannot be understood without context), they suffer from a particular problem: long-term dependencies 
[18]. The solution proposed by Hochreiter and Schmidhuber [18] prevented the problem of long-term dependencies 
by incorporating additional functionality, or gates which can store predicted vector data for longer durations. 

D. RNNs & Pronunciation Modelling 
 

Finally, Rao, Peng, Sak and Beaufays [17] furthered speech recognition through their DNN-based pronunciation 
modelling. The final breakthrough (chronologically the first) in DNN-based ASR occurred when Mikolov and 
Karafiat used RNNs to construct neural language models which reduced WER on speech recognition from the Wall 
Street Journal (WSJ) dataset [19].  

E. Beyond LSTM: GRU & Li-GRU 
 

Since Rao, Peng, Sak and Beaufays’ paper, there have been a number of developments in ASR using another type of 
RNN: the Gated Recurrent Unit (GRU). Similar to the LSTM architecture, GRU architectures solve the problem of 
long-term dependencies that traditional RNNs face, but do so by simplifying the operation [20, 21, 22].  

First introduced by reference [20], the Gated Recurrent Unit (GRU) bears many similarities to the LSTM 
architecture, as it attempts to solve the long-term dependency problem faced by RNNs in empirical testing of 
time-series or textual data which carry forward dependencies across multiple layers. 

Where the GRU differs is in complexity. The GRU simplifies many of the operations which LSTM proposes by 
merging functionality. As shown in Fig. 3, by merging the cell state and hidden state, which is accomplished by 
merging the forget neural network, or simply the forget gate with the input gate (both found in general LSTM 
architectures), a single gate accomplishes the same objective, but removes the plus junction operator, so 
element-wise addition between input data vectors is no longer required. By doing so, the GRU reduces the 
complexity of operations, since each layer of input vector data has fewer operations performed. 



 
Fig. 3: Comparison of LSTM and GRU Hidden Units. Source:  From Reference [21] 

 

In GRU architectures, the input gate and forget gate are both merged into one singular gate: the update gate. With 
the input and forget gates merged into a new update gate, z, or zt for update at an instance of time (or adaptive 
constant), and the output gate is replaced with a reset gate, r, or rt for reset at an instance of time. [22] The update 
gate indicates which of the vector data values are kept, and the reset gate resets the cell/hidden state to the default 
state of having no memory (which of the vector data values are forgotten). This allows the update and reset gates to 
collect and retain information in one step, and again, the number of total operations is reduced [22]. Mathematically, 
the update gate is equal to the sigmoid applied on the weight of the update gate, multiplied by the raw vector input 
and summed with the weight of the candidate activation. 

 
 
Likewise, the reset gate is an element-wise multiplication of raw input vector data with the weight of the reset gate 
matrix, summed with weighted (U) candidate activation, and “effectively makes the unit act as if it is reading the 
first symbol of an input sequence, allowing it to forget the previously computed state” [21, p.4]. 

A key difference here with the LSTM is that the entire state of the architecture is updated and reset (thereby 
simplifying operations). Consequently, the LSTM can control how much new data passes through the forget gate, 
whereas the GRU cannot, but can control how the candidate activation function adds to or updates the update gate 
[21]. In summary, the LSTM has three gates: input, forget, and output; whereas the GRU only has two: update and 
reset. 

The Light Gated Recurrent Unit (Li-GRU) takes simplification one step further, in which the reset gate is removed 
and ReLU activations are used” [24, p.5]. First proposed by [23, 24, p. 5], the Li-GRU is a DNN architecture 
specifically designed to reduce training time by 30%, “but to slightly improve the recognition performance” as well. 
Reference [77, p. 2955] confirms the performance results of the Li-GRU, creating another variation, the “light 
Bayesian recurrent unit (Li-BRU).”  

Put succinctly, the state and memory differences of the three architectures summarized in Table I: 



TABLE I.            Table I Comparison of RNN variants  

 
LSTM GRU Li-GRU 

● Long-term 

memory is 

stored in the 

cell state (ct) 

● Short-term 

memory is 

stored in the 

hidden state 

(ht) 

● Both 

long-term and 

short-term 

memory are 

combined into 

a singular 

candidate 

activation (ht).  

● I/O 

and forget are 

replaced w/ 

update and 

reset 

● Changes 

activation 

function from 

tanh to ReLU  

● Removes the 

reset gate, 

leaving only a 

singular update 

gate 

 

Although the presented variants of DNNs had outperformed classical speech recognition techniques well before 
End-to-End speech recognition techniques took over, this did not make classical speech recognition obsolete. Even 
today, there exist implementations of DNN-HMM models, architectures which combine DNNs and HMMs, 
however, these do not perform as well as current End-to-End approaches [87]. As [98, p.2504] states, DNNs for 
ASR can be implemented using two techniques, one where the DNN acts “as [a] feature extractor for a standard 
GMM-based HMM system”, or two, the hybrid approach in which the DNN “uses the neural network to compute 
HMM/GMM state posteriors.” [98] Reference [99] confirms this approach for both ASR and Keyword Spotting 
(KWS, see Section V. A).  

As noted by [16], when DNNs first began replacing HMMs, they did not do so in entirety. Instead, the revolution of 
DNNs arguably began in 2011 when DNNs were used in conjunction with HMMs, with DNNs creating “posterior 
probabilities over HMM states as output.” [16, p.82] Today, however, HMMs are no longer required to be used in 
conjunction with DNNs. Instead, the entire ASR pipeline can be implemented through variants of DNNs alone, in 
End to End architectures. Reference [98] reports several KWS (and ASR) publications which show DNN-HMM 
models outperformed, including one where an LSTM-CTC model outperformed DNN-HMM on the WSJ0 dataset 
by a 9.8 figure-of-merit (as established KWS evaluation metric) point lead.  

 

III. End to End Speech Recognition 

A. Neural Machine Translation & Sequence-to-Sequence Architectures 
 
Reference [20] introduced the concept of the GRU, and it did so motivated by the main objective of their 
publication: proposing the novel concept of the encoder-decoder architecture.  The framework proposed by [20, p. 1] 



“consists of two recurrent neural networks (RNN) that act as an encoder and a decoder pair. The encoder maps a 
variable-length source sequence to a fixed-length vector, and the decoder maps the vector representation back to a 
variable-length target sequence.”  
 
This encoder-decoder architecture was used to apply neural networks towards Statistical Machine Translation 
(SMT), by converting source phrases into target phrases [20].  SMT is the process of using statistical analysis to 
translate one language (i.e. the source sequence) to another language (i.e. the target sequence) [81]. Although SMT 
was created for machine translation (language translation performed by a computer), it is also used to translate audio 
into text belonging to the same language [81, 82].  
 
Shortly after the proposition of the encoder-decoder architecture, [83] proposed the concept of Neural Machine 
Translation (NMT): the process of using neural networks, specifically encoder-decoder pairs, in place of statistical 
techniques, for machine translation. Soon after, [84, p.2] proposed the concept of sequence-to-sequence models, an 
architecture which was “closely related” to the NMT technique proposed by [83], “who were the first to map the 
entire input sentence to vector.” Reference [85, p. 2], a team consisting of many of the same authors from [20], 
confirm the role of RNN encoder-decoder pairs in NMT, while introducing a “gated recursive convolutional 
recurrent neural network (grConv)”, building from their previous work in [20], but also acknowledging the work of 
[83] and [84].  
 
To sum up, encoder-decoder pairs of RNNs were used to learn and translate phrase representations, which led to the 
formation of NMT and finally Sequence to Sequence architectures, a concept very similar to NMT, but not limited 
solely to language translation [20, 83, 84].  
 
In the same year, [78, p. 1] proposed the attention framework, a model which replaces the RNN components in 
Sequence to Sequence and NMT models. The attention model builds upon the concepts of RNN encoder-decoder 
pairs, but unlike the encoder-decoder pair, the attention mechanism “learns to align and translate simultaneously.” 
As [78, p. 3] states, the attention mechanism uses a “bidirectional RNN as an encoder … and a decoder that 
emulates searching through a source sentence during decoding a translation.” Reference [78, p. 9] reports that the 
previous NMT approach of using “fixed-length context vectors is problematic for translating long sentences.” The 
attention mechanism however, solves this problem by “letting a model (soft-)search for a set of input words, or their 
annotations computed by an encoder, when generating each target word. This frees the model from having to encode 
a whole source sentence into a fixed-length vector, and also lets the model focus only on information relevant to the 
generation of the next target word.” [78, p. 9] 

 
B.  Connectionist Temporal Classification (CTC) 

 

In ASR, oftentimes the audio data contains more information than the corresponding transcriptions, as transcriptions 
often omit pauses (silence) and filler words, such as “um”, “ok” and so on. A similar problem was alluded to earlier 
with NMT, which was solved using the attention mechanism (incepted after Connectionist Temporal Classification). 
In both cases, the key issue is alignment: a one-to-one mapping between source and target sequence cannot be 
formed. 

This presents a conundrum, as when classification with DNNs is performed, the total size of the output vectors 
(target, i.e., transcriptions) may be smaller than the total size of the input vectors (audio data). Or as [25] denotes, if 
the input is X = {x1, …, xT}, and the output is Z = {z1, … zU}, then U<=T. CTC is an algorithm which can 



overcome this problem, using its temporal classifier, which produces probabilities (denoted as Y) over T 
dimension/size of vector data [25]. 

Connectionist Temporal Classification (CTC) takes the task of labelling unsegmented data sequences (over a dataset 
S) by connecting them using RNNs [25]. To do so, one must first perform framewise classification, the process of 
labelling each frame in a sequence of audio data, and then train the classifier to produce “alignments” over all 
probabilities Y [25]. Then, to remove the filler words (called “blanks”) (denoted as L) (3) is used, and to ensure that 
the probabilities of the output/target do not exceed the probabilities of the input, (4) is used [25]. To remove the 
blanks and (and all duplicate labels) a many-to-one mapping is used, and the RNN decoder uses “best path 
decoding” [25, p3]. The result is “is an objective function that allows an RNN to be trained for sequence 
transcription tasks without requiring any prior alignment between the input and target sequence.” [86, p. 2]  

 

As usual, edit distance serves as the evaluation/error metric label error rate [25]. As [25, p. 372] describes, CTC is 
implemented using dynamic programming, and rather than be trained on the alignment of I/O sequences, all possible 
alignments are traversed in a manner “similar to the forward-backward algorithm for HMMs”, formalized by 
Rabiner [104].  

 

C. Attention 
 

In ordinary sequence-to-sequence architectures, an encoder neural network encodes input vector data (such as words 
or audio frames), which are processed into hidden states, and then inputted into the decoder neural network, which 
outputs predictions (such as the next word in sequence). In such an architecture, LSTM and GRU networks are used 
to solve the long-term dependency problem faced by traditional RNNs, as entire vectors of interdependent 
information are encoded and decoded across time [27,76]. 

In an attention-based neural network however, each atomic unit of data, such as a word or MFCC feature is fed 
directly into the encoder, then the hidden state and finally the decoder, presenting an alternative to CTC [27, 28, 29]. 
Rather than process entire batches of interdependent information, attention-based networks prevent the issue of 
long-term dependencies by propagating (or transforming) the data through the entire pipeline, so dependencies are 
eliminated entirely [27]. As seen in Fig. 4, this process is done concurrently with the input and output pipeline, 
rather than using the consecutive I/O strategy used by past sequence-to-sequence models.  



 
Fig. 4. From Reference [27] Joint Training Using the Attention Transformer 

 

The attention mechanism was first proposed by [78] as an alternative to CTC and RNN-based architectures. 
Reference [78] proposed using an RNN to encode source sequences, while simultaneously learning alignments using 
the attention mechanism, [27] extended the attention mechanism one step further, by replacing the RNN with 
attention as well, in their aptly titled publication, Attention is All You Need. Reference [79] confirmed that the 
attention mechanism can replace RNNs or CNNs in NLP tasks. This new mechanism proposed by [78], commonly 
referred to as a transformer, is capable of transforming an entire source sequence into its target sequence, rather than 
encoding and decoding consecutively fed segments. Since then, transformers have been applied to a plethora of 
machine learning tasks, including the development of new pretraining/fine-tuning models such as GPT and BERT 
[87, 88].  

One particularly useful transformer for speech recognition is by [76], which is similar to its NLP predecessor, 
proposed by [80]. The transformer in [76, p. 1] “Listen Attend and Spell” originally described processing log mel 
spectrogram vectors through two-layer CNNs, encoded through LSTMs, but since then other architectures have been 
used as well [27, 76, 26].  

One particularly relevant application of the Listen, Attend and Spell architecture is in speech preprocessing using 
Specaugment [75]. Specaugments uses Mel spectrograms, which perform data augmentation, the process of 
reducing the size ASR's input data (i.e., log Mel spectrogram) and extrapolates the information (thereby producing 
more samples from one given sample) for better performance (similar to dimensionality reduction) but done by 
capitalizing on a more modern technique: the attention transformer [75]. Previously, such tasks were conducted 
using HMMs or time delayed DNNs [105-106]. 

 

D. Hybrid CTC-Attention Architecture 
 

Although the attention-based mechanism was introduced as a potential replacement to the CTC architecture, several 
research groups have shown that hybrid approaches which utilize select segments of both techniques provide 
significant performance gains in various areas of speech recognition.  



The hybrid CTC-Attention mechanism benefits from CTC’s effective objective function which mitigates the 
alignment problem of source and target sequences, as well as from the Attention mechanism’s ability to 
simultaneously learn and train alignments [57]. The result is “a multi objective learning framework” for the 
encoding and “combining both attention-based and CTC scores in a one-pass beam search algorithm to further 
eliminate irregular alignments.” [57, p. 1240] Further, [84, p.2] suggests a potential weakness of CTC, as it 
“assumes a monotonic alignment between the inputs and the outputs.” 

Specifically, the hybrid CTC-Attention architecture solves several problems which traditional architectures cannot, 
namely: “stepwise refinement”, “linguistic information”, “conditional independent assumptions”, “complex 
decoding” and “incoherence in optimization” [57, p. 1240]. Reference [57, p. 1240] also claims that as a 
consequence of these problems, “it is quite difficult for nonexperts to use/develop ASR systems for new 
applications, especially for new languages.”  

Following its introduction, the hybrid architecture was used to improve ASR capabilities in identifying 
pronunciation errors, chewing or swallowing noise, recognizing accentuation, generating audio adversarial examples 
audio-visual recognition and for improving performance in the presence of noise [58-62, 65]. In a context more 
relevant to this paper, Inaguma and Kawahara [63] proposed that the hybrid approach can even replace Voice 
Activity Detection (VAD) by using the same probabilities proposed by CTC to decide whether the ASR system has 
detected speech or not. Reference [64] combines the hybrid approach with pretraining on the encoder using 
Facebook’s high-performing wav2vec 2.0 on acoustic and language models.  

Reference [69] applies the hybrid approach to online ASR systems to simplify the “non-trivial problem” of 
deployment by streaming data rather than requiring offline loading of data. Reference [69, p. 1452] cites that the 
online application of the hybrid architecture “exhibit[s] comparable performance” to DNN/HMM architectures. 
Reference [66] takes the hybrid approach one step further, by limiting the number of audio frames the attention 
transformer operates on. Reference [67] adds CNNs to the mix, and [68] used the vanilla hybrid approach to achieve 
the best results of ASR on the LibriSpeech dataset up until 2018.  

This well-documented hybrid CTC-Attention mechanism has garnered such attention that researchers and donors 
have collaborated to make a PyTorch-based implementation freely and publicly available on Github [24]. 
Speechbrain is an all-in-one speech toolkit which provides developers an extensible template of the hybrid 
mechanism as well as allowing them to customize their choice of encoder and decoder leveraging 
community-supported libraries [24]. 

 

E. Wav2Vec 2.0 

 

As alluded to earlier, transformers have been applied to many NLP tasks, including pre-training and finetuning. 
Wav2vec 2.0 is one such revised, self-supervised pretraining model which learns patterns in unlabelled audio data 
[51]. First, audio signals are compressed into latent space representations using an acoustic model encoder 
(five-layer CNN) [51].  Then the latent space vectors are processed into the decoder which “combines multiple 
time-steps of the encoder to obtain contextualized representations”, or outputs [51]. The decoder also uses CNNs, 
this time using neural language models and applying beam search on four-gram-based, character-based, and 
word-based [51]. Finally, as [51, p. 2] explains, “Both networks are then used to compute the objective function.” 
The result is a model which has been trained to learn unlabelled speech data, so that it can be finetuned by 
researchers for their own labelled speech recognition tasks. 



IV. Dysarthria & ASR 
 

A. Factors Affecting Dysarthric Speech 
 
As [70] proves, dysarthric speech is not affected by intelligibility in a semantic context, as the dysarthric speaker is 
sound in their intent of speech, but that articulatory factors reduce a human or computer's ability to distinguish 
between pronounced vowels. This spatial deviation is evident in comparisons of waveform analysis as seen in Fig. 5. 
As indicated by [70, p. 1], such speech is also subject to slurring and "lack of articulatory control [which] can lead to 
various involuntary non-speech sounds.” 
 
Knowing that dysarthric speech is highly variable is not enough to develop an effective speech recognizer, one must 
also comprehend which factors of speech recognition influence ASR accuracy of dysarthric speakers. [56, p. 1] 
states, “dysarthric speech is often associated with reduced vocal tract volume and tongue flexibility, atypical speech 
prosody, imprecise articulation, and variable speech rate - factors that all reduce speech intelligibility.” 
 
As of 2015, [54, p. 3924] found 21 publications (including those which are based on the datasets used in this paper) 
which explored the influence of factors which affect all ASR systems, or “general factors”, and those which “are 
specific to dysarthric speech”, or “specific factors”. According to the results of [54, p. 3924], general factors are 
“speech mode, speaker mode, vocabulary size and speaking styles”, whereas specific factors are “speech 
intelligibility, severity and intra-speaker variability”. Speaker mode consists of one of three types, each differentiated 
by the dependence of the ASR system on the speaker: speaker dependent (SD), speaker independent (SI) and 
speaker adaptation (SA) [54]. SD systems are those in which the user is utilized in the ASR systems’s training [54]. 
A SI system is one in which the user is not involved in training, and a SA system is one where the “ASR system can 
adapt to the user gradually during use.” [54, p. 3925].  While general factors had “little influence” on ASR accuracy 
for dysarthric speech, specific factors, particularly intelligibility and severity had “significant influence” on 
dysarthric speech [54]. As such, although severity and intelligibility strongly influenced ASR accuracy, [54, p. 3931] 
found that SD systems are more accurate than SA for “severe dysarthric speech.” 
 
Reference [71, p. 4924], which was one of the publications studied by [54], concludes their findings that 
“speaker-independent (SI) speech recognition systems remain ill-suited to this population because of the 
considerable deviation of dysarthric speech from the assumed norm in these systems.” Reference [71, p.4924 ] 
establishes that the WER for systems designed for dysarthric speech perform poorly compared to those for 
non-disordered speech, even for “small-vocabulary recognition tasks.”  
 

 
B. Existing ASR Systems Specialized for Dysarthric Speech 

 

One of the earliest ASR systems for dysarthric speech was developed by the researchers of the UA Speech database 
themselves, who collected the largest dataset of dysarthric speech to date (discussed further in DATA 
COLLECTION), complete with articulatory and video analysis [74]. However, because the system was designed as 
a LVCSR, it is suspect to the variability issues of dysarthric speech which are detrimental for telephony functions, 
and does not use modern DNN technology [31,32].   Using the datasets publicly available, the STARDUST and 
homeService projects developed ASR system specifically for dysarthric speech, but the STARDUST project does 
not use DNNs, and the homeService project only uses two datasets for dysarthric speech [33, 34, 35]. 



The STARDUST project recruited eight dysarthric speakers voicing 30 samples of 10-12 words per speaker [33]. A 
key finding of the study was that ASR systems trained specifically on dysarthric speech recognizers do not suffer 
problems faced normally during machine translation, and that both speech intelligibility and phonemes are less 
relevant to ASR for dysarthric speakers [33]. Further, the study provided concrete evidence that even in limited 
vocabulary systems, words which are similar in pronunciation, specifically, “on” and “off”, are frequently 
misrecognized [33, p. 1]. Replacing just one of these similar sounding words with an alternative, such as “standby”, 
can improve both system and user performance [33]. Although the STARDUST system succeeds in utilizing a SD 
limited vocabulary system to mitigate the effects of fatigue on dysarthric speakers, the system does not perform as 
well as systems designed for non-disordered speech [33, 71]. This is largely due to the release date of the project, 
2006, a time where classical speech recognition systems were still in use, and End-to-End speech recognition 
systems had not been conceived [33, 72]. The homeService project poses a similar solution to the STARDUST 
project, by utilizing a limited vocabulary system limited to a 30 word vocabulary, which is also SD and but adds not 
only modern DL algorithms, but personalization in the form of a Personal Adaptive Listener (PAL) [35].  

Reference [73] performed a study regarding three commercial, online speech recognition systems designed for 
general use (i.e., assuming non-disordered speech for the majority of users). The study used a single participant with 
dysarthric speech and one control, both of whom used two continuous speech recognition systems (i.e., Microsoft 
Dictation and Dragon Naturally Speaking) and one discrete speech recognition system (i.e., VoicePad Platinum) 
[73]. The in situ testing involved voicing 10 sentences and 30 noun phrases into each of the systems, for a total of 21 
hours [73]. Their study concluded that continuous speech recognition is preferred for non-disordered speech, but in 
dysarthric speakers, discrete, single-word utterances “allows additional time for language processing and word 
retrieval.” [73, p. 193] As [71, p. 4924] concluded regarding the study by [73], “Commercial systems from 
Microsoft, Dragon, and VoicePad recognized approximately 85% of words uttered by a non-dysarthric speaker on 
average, but only between 51.87% and 64.68% of words spoken by a person with mild dysarthria.” Although this 
study was limited to only one participant (and one control), it provides evidence that discrete systems, those which 
are of limited vocabulary such as predefined phrases, are more effective at recognizing dysarthric speech, even when 
the system in question has not been trained or designed primarily for dysarthric speech. 

As described in [36, 37, 38] a count of at least 100,000 observations is required for DL to be effective. While it is 
possible to configure open-sourced ASR toolkits such as Py-Kaldi, a very popular general speech recognition toolkit 
reconfigured using PyTorch, this approach requires the insurmountable task of building the ASR pipeline from 
scratch [39]. Other possibilities include creating a personalized speaker-dependent model such as one from Snowboy 
or Dragon Naturally Speaking, but these solutions are privatized and unaffordable [40, 41, 42].  

However, recent state-of-the-art attempts have been made to improve online ASR systems for dysarthric speakers. 
one such attempt was Google's project relate (previously known as project euphonia) [43, 44]. In this project, 
Google researchers collected data from individual volunteers using google services and applied their state-of-the-art 
recognition rates. According to their latest publication, accuracy has improved significantly, but the issue of offline 
connectivity remains, and the system has relied on data collected from users [43, 44]. 

To mitigate the control issue with user submitted samples, of which some may contain dysarthric speech of varying 
levels of severity, as well as intentionally included data from other speech impediments, I have instead sourced all 
data collected from academic institutions, where the condition of dysarthria has been confirmed, and can be used to 
model a system which does not rely on online connectivity, works for telephony functions, does not require the 
storing of personal data on commercial servers and is not limited to Google’s commercial applications. 

None of these cases are particularly suited to solve the telephony issues described in this paper: The STARDUST 
system does not use modern DNN algorithms, homeService is limited in training data, VoicePad Platinum is not 
designed for dysarthric speech, and Google’s Project Relate is not available offline, nor does any of the above 



surrender control of telephony functions. Thus, the variability of dysarthric speech persists, so even the most 
accurate STT system will not allow single-switch users to access time-sensitive functions, such as those required in 
an organization’s automated menu system. To overcome the time-sensitive challenges, the system must be very 
accurate and correspond a user’s voiced input directly to a particular function. In fact, in this scenario, context is less 
important, as the system need not recognize any words other than those within the limited vocabulary. Using a 
limited vocabulary thereby reduces the potential number of false matches and drastically reduces searching time, 
since the vocabulary can be limited to just telephony commands, rather than the entire English language. 

 
C. Dysarthric Speech Data 

 

In the case of speech recognition, the requirement of 100,00 data points is even more imperative due to the various 
stages of the pipeline, and because no pretrained models are available for dysarthric speech, a sizable corpus is 
imperative. The lack of state-of-the-art models contributes to the significant performance gap observed between 
dysarthric and disordered speech.  

As shown in Table I, the data collected is composed of dysarthric speech samples (spoken in English) compiled from 
the TORGO, UA Speech, Nemours, and homeService datasets-- of which some are publicly available, and others 
have been permitted for research purposes. The TORGO dataset contains recordings of words, sentences and vowel 
sounds (for articulatory research) [9]. The UA Speech dataset is the largest dysarthric speech dataset collected to 
date, containing up to 514 sentences and telephony digits (0-9) voiced three times per speaker [32, 33]. The 
Nemours dataset contains recordings of spoken sentences and paragraphs [45]. The homeService is a dataset 
consisting primarily of voice-commands used for assistive and automation technology, similar to the needs described 
in this paper [34, 35]. 

While several non-English dysarthric speech datasets exist such as the CUHK Cantonese dataset and the Dutch 
dataset, their relevance to a WWD recognizer for English-speaking users is limited [46]. However, due to the limited 
availability of telephony-specific databases consisting of dysarthric speech, and because the EasyCall database does 
consist of telephony commands spoken by dysarthric speakers, an exception was made for the Italian EasyCall 
database [47]. Waveform analysis revealed the audio waveforms of Italian-spoken telephony commands 
(particularly the digits 0-9), were similar to the English-spoken digits found in the TORGO, UASpeech and 
homeService datasets. Further, some specific phrases (i.e., “end”) sound similar to English phrases (i.e. “terminate''), 
and can be used as alternative telephony commands. 

To the author’s knowledge, no other publicly available English dysarthric speech datasets exist. Datasets of audio 
data of non-disordered speech however, are plentiful. Table II describes just a few parameters of the most commonly 
used publicly available data. Due to the varying size (some observations exceed one hour in length), the number of 
observations is a poor comparison metric, but the difference in magnitude between dysarthric and non-disordered 
speech is apparent– just one of the commonly used non-disordered datasets greatly exceeds the length of the total 
collection of dysarthric speech data available. Reference [47] confirms similar findings in their research and 
provides further evidence that the doubling of data in the TED-LIUM resulted in a directly proportional performance 
improvement. 

TABLE II.            Table II  Metadata of Dysarthric Speech Data  

 



Dataset Number of 
Speakers 

Number of 
Observations 

Vocabulary Size Hours 

TORGO 7 (8)a 2762 1573 15 

UA Speech 15 (13) ~80,000 455-541 102.7 

Nemours 11 814 -b <3 

homeService 5 1286 33 10 

EasyCall 31 (24) 21, 386 37c - 

a Parenthesis denotes number of controls 
b The Nemours dataset consists of recordings with sentences and commands, so vocabulary size is not comparable. 
c The EasyCall dataset contains 37 voice commands, but also includes recordings from 67 sentences. 

TABLE III.            Table III Comparison of Publicly Available English Datasets Containing 
Non-Disordered Speech 

 

Dataset Number of Speakers Vocabulary Size Hours 

LibriSpeech 2484 200,00 1000 

Common Voice 75,879 220,000 2,015 – 2,036a 

GigaSpeech - - 10,000-  33,000 

WSJ - 35,875 80 

WSJ (UK) 92 64,000 - 

People’s Speech - - 87,000 



SPGIS Speech 50,000 100,000 5,000 

TED-LIUM 2,000 160,000 1,000 

aDiscrepancy in hours recorded is due to hours not validated/transcribed 

 

 

Fig. 5. Comparison of Two-Word Phrase Voiced By Participant & Control of UA Speech Dataset. Time taken to voice the actual phrase is much 
longer, and the distinction between words is not as evident as it is in the case of non-disordered speech. 

 

V. ASR Variants Applicable to Dysarthria Telephony 
Issues 

A. Keyword Spotting (KWS) 

As observed by [36, 37, 38], an excess of 100,000 samples is required to create robust classifiers using neural 
networks. Thus, most speech recognizers are based on the concept of Large Vocabulary Continuous Speech 
Recognition (LVCSR), in which a recognizer is trained on large datasets and speech recognition is continuous so 
that real-time transcription is possible [30]. Keyword Spotting (KWS), sometimes referred to as Spoken Term 
Detection (STD), or Keyphrase Extraction, is a supervised subdivision of ASR (and NLP, when the data is textual) 
in which keywords (predefined words or phrases existing within the ASR corpus) are identified in speech signals 
[98]. Although [100] distinguishes STD as being able to use keywords which are not predefined by the system, 
whereas KWS does not, this paper does not make such a distinction between user-defined or system-recognized 
keywords. [101, 102] confirm that KWS has been a goal of general ASR since the 1990s, as it is necessary to detect 
domain-specific phrases in segments of speech. The method of search is generally the Dynamic Time Warping 
(DTW) algorithm [98, 100, 102]. As [98] and [102] confirm, because KWS is implemented with ASR systems, it 
usually exists as a LVCSR system. Reference [103, p.2] finds that LVCSR systems “are not suitable for a transfer 
learning targeting small or limited vocabulary” and in cases where the “input can be silence or contain background 
noise [an LVCSR system] be mistaken for speech and increases the false positive rate.”  



Reference [98, p. 2506] establishes that although LSTMs (and other RNNs) have recently outperformed CNNs in 
KWS applications, CNNs “are better at modeling the local correlations in time and frequency in comparison to 
DNNs” and that “they better go along with changes between different speaking styles.” Additionally, although [12] 
confirms the overall trend of RNNs outperform CNNs in ASR applications (due to the time dependent context of 
language),[107] shows one recent example (occurring after the publication of [98,107], and perhaps being 
out-of-scope for those publications) of a CNN outperforming RNNs in the case of WWD for non-disordered speech. 
This is a notable result, as [48] had established that WWD eliminates the need for context within language, requiring 
only a referential context. Also, recall that dysarthric speech is highly variable, so a solution capable of adapting to 
variability is promising, and that it may show commonalities of silence and diffuse behaviour (Fig. 5).  These 
findings suggest CNNs (and their variants) may be appropriate for learning the variability of dysarthric speech in the 
context of WWD, since semantic context is less relevant in WWD. Fortunately, the hybrid CTC-Attention 
transformer proposed by [26] provides variants of CNNs for use in encoding. However, even if a transformer 
optimized with CNNs and DNNs is found, the Time-Sensitive-Telephony-Problem requires an architecture which 
can respond faster than LVCSR search algorithms allow. 

As a result, since dysarthric speech often contains long periods of silence (see Fig. 5), KWS systems are prone to 
many of the same issues which affect users with dysarthria, but a limited vocabulary KWS can reduce the number of 
false matches and improve user experience. 

 

B. Wake Word Detection (WWD) 

In the case of voice-assistants, discrete, not continuous speech recognition is widely popular as the initial recognizer, 
due to Wake Up Word Detection (WUWD). WUWD, or simply Wake Word Detection (WWD), is the result of 
real-time, acoustic keyword spotting [48]. Unlike continuous speech recognition, this derivative of ASR utilizes a 
keyword, which switches the state of a recognizer from standby to listening [48]. The keyword, called a wake word, 
wakes the system up, so that the recognizer begins processing audio information only when the wake word is 
detected. The employment of this tactic allows the system to allocate significantly fewer resources to Voice Activity 
Detection (VAD) then complete LVCSR, and is necessary for privacy concerns, so that only the specific wake-word 
is recorded (temporarily), and all other speech is filtered into the “garbage” state of the HMM. 

This real-time acoustic keyword search differs from the keyword search employed in continuous speech recognition. 
In continuous speech recognition, the system listens continuously for utterances of speech, and transcribes the 
real-time utterances as they are spoken, into text. As such, resource consumption is much higher, and the 
performance is also slower, because the entire training vocabulary must be searched to match the incoming audio 
data. This requires that the audio data (waveform) be analyzed, deconstructed into MFCC features, trained on the 
neural network and then matched with 100,00+ training observations. Acoustic keyword search however, only 
requires the matching of one keyword’s waveform for the system to begin recognition. 

As described by [48], user-defined keywords suffer from inaccurate recognition disproportionately than predefined 
keywords, as the user-defined keyword may be out-of-vocabulary (OOV). Introducing a keyword which has not 
been trained, or in the case of the collected data, represents a very small proportion, will not be enough for the 
recognizer to accurately spot the keyword. Even if the keyword is found within the lexicon vocabulary, a 
user-defined keyword requires the neural network to train the new utterance, which prevents the system’s 
deployment in low-computing machines such as mobile devices. 

Further, as shown earlier, dysarthric speech is highly variable. The utterance of a keyword spoken by an individual 
suffering from dysarthria in the morning may not be identical to the utterance produced in the evening, due to 



fatigue and muscular dystrophy from the day [9]. As such, because user-defined keywords require more training, 
and because dysarthric speech is highly variable, it is necessary to establish predefined keywords. Such a task does 
not affect the usability of the system, as the system is intended to improve performance and reduce frustration solely 
of telephone commands, so the domain space of phrases is limited to telephone functions, which are predefined by 
the interface of the mobile application. As described in Bohouta’s dissertation, the difference between general ASR 
and WWD lies in semantic context: WWD differentiates between alerting and referential contexts, whereas general 
ASR does not [48]. 

 

C. WWD Variants: Low Power, Two Stage & Personalized Models 

As WWD is particularly useful in voice-assistant and smartphone applications, there is growing research in enabling 
WWD to be effective on low-resource devices (not to be confused with low-resource languages) [48, 97] .  

Another potentially useful variant is the two stage WWD system. Two stage training has been applied to DNNs in 
contexts other than speech as well (see [95]), but is promising for the telephony issue of dysarthric ASR because it 
allows one WW for activating the system, and another WW (or set of WWs) for actual voice commands [96]. 

As shown in Section IV. A, the model described by [91] is an application of KWS, which is similar to the authors’ 
commercial product Snowboy, a DNN-based WWD engine which allows users [91, 92].  Reference [93] also 
describes a novel personalized WWD using Support Vector Machines (SVM) and consequently better VAD 
performance.  

Although personalized ASR models can be theoretically effective for dysarthric speech recognition due to the 
inherent variability and because they are SD systems, a speaker mode proven to be more accurate than SI systems 
[9, 54]. However, both the systems described by [91, 93] are both patented, require an online component, and are not 
trained on dysarthric speech, so their effectiveness in the application of the Time-Sensitive Telephony Problem is 
limited. Reference [94] employs a similar approach to [91], but also makes use of the more modern CTC objective 
function.  

 

D. Voice Activity Detection (VAD) 

When the theoretical framework is implemented, it requires the continuous use of the smartphone’s microphone. As 
mentioned above, the WUW will prevent the execution of keyword voice commands made out-of-context, but 
background noise must be distinguished from when the user intends to voice the WUW and subsequently a keyword 
phrase. This requires a transition from the standby state to the active state. To accomplish this, Voice Activity 
Detection (VAD) is used. VAD is the process of identifying intelligible speech from background noise, usually based 
on whether the incoming audio passes a statistically generated threshold [49, 50]. This would require some initial 
testing, in which the user prompts the system to distinguish their voiced command from noise. Once complete, a 
threshold is identified for each individual (or set by the developer). As is in the case of ASR, modern VAD 
algorithms have now progressed to using DNNs for VAD, rather than statistical techniques. However, in the case of 
low-power mobile devices, and in the case of time-sensitive operations where VAD must occur almost 
instantaneously (since the time allotment to execute functions is restricted by service providers), statistical 
techniques hold relevance as a solution which can meet such strict performance demands. Although many statistical 
techniques exist, the frame energy based logistic regression classifier seems to provide better results than common 
techniques such as Zero-Crossing Rate or Short-Term Energy (or both) [49]. 



 

VI. Conclusion 
This paper identifies the following patterns and commonalities among the ASR literature which are relevant to 
dysarthric speech applications. A complete timeline of the evolution of the ASR pipeline to its DNN counterparts is 
presented, leading up to the era of transformers. Evidence is provided that what began as a method for improving 
NMT and isolated ASR tasks ushered in new methodologies of speech recognition. This paper shows that 
transformers consisting of CTC-Attention hybrid mechanisms have replaced DNN-HMM hybrid systems, and the 
variants of DNNs which may be used conjunction with transformers to continually improve ASR performance are 
described in depth. The key characteristics of dysarthric speech, existing work towards ASR for dysarthric speech 
and the state of dysarthric speech datasets is explored. The research strongly suggests that hybrid Attention-CTC 
transformers outperform all other ASR techniques. Finally, the paper concludes by providing rationale that a 
two-stage WWD model (trained with a hybrid transformer), using VAD optimized for low-computing applications is 
an ideal solution to the Time-Sensitive Telephony Problem. 
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LIMITATIONS 
 
There are a number of limitations with this literature review. First, the review is highly limited in scope and volume, 
as the review is not exhaustive, and only serves to guide readers which publications have made notable contributions 
to the application of ASR systems for dysarthric speech. Second, contributions which are deemed notable are highly 
biased to the author’s own limited perception, ignorance and the lack of any research support from librarians or 
other experts normally involved in the process of conducting a literature review. Finally, the review is focused only 
on major developments in deep learning which have furthered the performance of ASR systems, and does not delve 
into improvements made using classical methods, due to their limited relevance in the age of big data and the 
specialized knowledge required to implement such systems. 
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